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The ability of the Nested Grid Model to predict conditions 
of extreme instability is examined. Extreme instability, defined 
as the occurrence of lifted index values of -8°C or less, is 
ofien associated with warm season outbreaks of severe 
thunderstorms. Error. analysis of the 24 and 36-h model 
forecasts indicates that the prediction of extreme instability 
is nearly always ove/forecast . In contrast, when conditions 
of extreme instability actually occur, the model tends to 
unde/forecast the degree of instability. Thus, it is concluded 
that the NGM exhibits a vel}' high False Alarm Ratio and 
a vel}' low Probability of Detection when conditions of 
extreme instability are considered. 
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Changes in the NGM simulation of some physical pro­
cesses were implemented midway through the data period, 
and appear to have had a noticeable affect on the stability 
forecasts. The magnitude of the ove/forecast errors increased 
after the revised physics package was implemented. Fur­
ther, large ove/forecast errors were often coincident with 
forecast precipitation maxima, and were occasionally coin­
cident with precipitation " bulls-eyes." It is hypothesized 
that the revised convective adjustment procedure is a major 
contributor to the instability errors, primarily due to an 
excessive low level latent heat release. 

1. INTRODUCTION 

A basic requirement for the development of thunderstorms is 
the presence of a moist, unstably stratified air mass (see Miller, 
2; Doswell, 3; McNulty, 4). The instability of an air mass is 
typically assessed by evaluating a single parameter index, such 
as the Showalter Index (Showalter , 5) or the SELS Lifted Index 
(LI) described by Galway (6). These stability indices attempt to 
measure the buoyancy available to a lifted parcel at 500 mb, and 
are based upon the latest rawinsonde data. The indices can 
provide significant information for short-range forecasts (0-12-
h period) ; however, their utility diminishes substantially when 
applied to medium-range (I2-48-h period) convective forecast­
ing. 

To aid operational forecasters , numerical weather prediction 
models generate a variety of forecast parameters, including pre­
dictions of air mass stability. Although no direct correlation 
exists between thunderstorm occurrence and air mass instabil­
ity, it is essential from the prognostic point of view to determine 
the ability of numerical models to accurately predict instability. 
This study focuses on the Nested Grid Model (NGM) forecasts 
of a version of the lifted index. 

2. THE NGM LIFTED INDEX 
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The vertical structure of the NGM is depicted in Fig. I. It can 
be seen that the thicknesses of the NGM layers provide greater 
resolution, particularly near the ground, compared to the Lim­
ited-area Fine Mesh (LFM) model. The NGM lifted index is 

Fig. 1. Vertical structure of the NGM and LFM models. Thickness 
of each sigma layer is given in millibars, with the assumption that 
the surface pressure is 1000 mb. Note that the top of the fourth NGM 
layer is just below 850 mb. (Adapted from Hoke, 13). 
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computed by lifting parcels from each of the bottom four sigma 
layers dry adiabatically to saturation, then moist adiabatically 
to 500 mb . The difference between the parcel temperature and 
the predicted 500 mb temperature is calculated, with a negative 
value indicating instability. The most unstable value is retained; 
hence, the term "Four-layer Lifted Index" (4LI). Parcels in the 
fourth layer are just below 850 mb when the surface pressure is 
1013 mb . The 4LI can at times reflect instability originating in 
warm air overlaying a shallow cold layer, such as in warm frontal 
overrunning. Note that the 4LI is similar to the Best Lifted Index 
documented by Fujita , ef al. (7). The Best LI was formulated to 
also measure instability originating from a layer aloft since the 
roots of an updraft may not always originate at the surface. 

It is important to discuss several differences between the 
SELS LI and other common stability indices , including the 4LI. 
The SELS U lifts a parcel defined by the mean potential tem­
perature and mean mixing ratio of a 100 mb thick surface-based 
boundary layer. (The LI computed on AFOS soundings and from 
the LFM model output utilize a 50 mb thick boundary layer.) 
The parcel is lifted to 500 mb and the parcel temperature is 
compared to the environmental temperature to determine the 
degree of instability. There are two additional aspects of the 
SELS LI that are unique . First, the boundary layer mean poten­
tial temperature on the 1200 GMT sounding is empirically adjusted 
to account for diurnal heating. The mean potential temperature 
of the lifted parcel is calculated by adding 2°C to the temperature 
at the top of the 100 mb thick boundary layer; dry-adiabatic 
descent of this parcel to the surface yields a simple forecast 
afternoon maximum surface temperature. The SELS LI com­
puted from 1200 GMT data is more unstable than indices that 
do not incorporate a diurnal heating approximation. Since no 
additional solar heating is expected at night, the empirical adjust­
ment is not applied to the 0000 GMT data. 

Secondly , the possibility of overrunning, or elevated, insta­
bility in a layer at or below 700 mb is examined . To accomplish 
this, wet bulb temperatures are computed at each data level 
above the surface and compared with the lifted parcel temper­
ature at that level. The level where the wet bulb temperature 
exceeds the parcel temperature by the largest amount, if one 
exists, is used as the base for a new lifted parcel. This parcel is 
subsequently lifted to 500 mb from the "level of overrunning." 
The formulation of the SELS algorithm allows detection of ele­
vated instability that is not detected by other common indices , 
including the 4LI, since they do not lift parcels originating from 
above approximately 850 mb. Details of the automated rawin­
sonde analysis techniques at NSSFC are discussed by Prosser 
and Foster (8) and Doswell , ef . al. (9). 

3. FORECAST DATA 

Forecasts of the 4LI were examined during the period 15 June 
1986 through 31 August 1986. Major additions to the NGM 
simulation of physical processes, including radiation parameter­
ization , sUIface fluxes of heat and moisture, turbulent mixing, 
and adjustments to the convective precipitation scheme were 
implemented at 1200 GMT 23 July 1986. See Tuccillo and Phillips 
(10) for detail s. Note that this implementation date was at the 
approximate midpoint of the data sample, and provides an 
opportunity to study the effect of the new physics package on 
the 4LI forecasts . 

NGM 24 and 36-h forecasts of the 4LI field were obtained 
from facsimil e (OIFAX) maps stored at the NSSFC. For several 
reasons , only the 24 and 36-h predictions were examined, includ­
ing: 

22 

1) these forecast projections provide the primary guidance for 
the medium-range convective outlooks (AC) issued by the 
Severe Local Storms (SELS) unit, and 

2) in the early stages of a numerical forecast (0-12-h), some 
variables require an adjustment period to suppress com­
putational noise and ensure that the mass and motion fields 
are in proper balance. 

Summer outbreaks of severe thunderstorms and tornadoes 
tend to develop in very unstable air masses. For example, Johns 
and Hirt (11) have documented synoptic conditions associated 
with warm-season "derechos," or widespread convectively­
induced windstorms . They noted that the mean SELS LI was 
-9°C for their sample of70 cases. Since widespread instability 
is often present during the summer, the location of extreme 
instability is critical in the identification of potential severe weather 
threat areas. Although the SELS LI and the NGM 4LI are 
computed via different algorithms and are not strictly equivalent, 
they provide similar estimates of parcel buoyancy. Accordingly, 
the 4LI forecasts over the contiguous United States were exam­
ined for conditions of extreme instability , defined as the occur­
rence of areas enclosed by an isopleth value of - 8. Forecast 
areas on the facsimile charts that were separated by a small 
distance (approximately 110 km or less) were treated as one 
continuous area . 

Table I presents a summary of the 4LI forecasts of extreme 
instability. During the study period , a total of 69 model runs 
produced 120 forecast areas of extreme instability. (Model out­
put was not available for four model runs.) There was virtually 
no change in the relative frequency of extreme instability fore­
casts after the addition of the new physics package on 23 July. 
(Hereafter, the period from IS June through 0000 GMT 23 July 
will be referred to as BP-"Before Physics," and the period 
beginning 1200 GMT 23 July will be AP-" After Physics. ") Over­
all , 45% of all model runs predicted areas of extreme instability 
at the 24 and/or 36-h projections. When normalized per model 
run and projection time , there were 0.38 areas per forecast during 
the BP period compared to 0.42 during the AP period . Forecasts 
of extreme instability occurred more frequently in model runs 
based upon 0000 GMT initial data. This tendency became more 
pronounced in the AP period (Table 2). Finally, Table 3 reveals 
there is no significant bias toward projection times (24 or 36-h) 
or valid times (0000 or 1200 GMT) , although the percentge of 
forecast areas valid at 0000 GMT and on the 36-h projection 
increased slightly in the AP period . 

Table 1. Summary of NGM Forecasts of Extreme Instability 
(EI) 

Number of Number of Total Model % of Model 
EI Forecast Model Runs Runs in Runs Fcstg 

BP Period 
AP Period 
Totals 

Areas Fcstg EI Data Sample EI 

55 33 73 45 
65 36 79 46 

120 69 152 45 

Table 2. Initial Data Time of NGM Forecasts of Extreme 
Instability (EI). Numbers in Parentheses Refer to the 
Percent of Areas or Model Runs During the Data Period. 

Number of EI Number of Model 
Forecast Areas Runs Forecasting EI 

BP Period 
1200 GMT 22 (40) 13 (39) 
0000 GMT 33 (60) 20 (61) 

AP Period 
1200 GMT 23 (35) 12 (33) 
0000 GMT 42 (65) 24 (67) 



Table 3. Forecast Projection and Valid Time of NGM 
Predictions of Extreme Instability Areas 

Forecast Projection Forecast Valid Time (GMT) 

24-h 36-h 1200 0000 

BP Period 
AP Period 

30 
33 

25 
32 

29 
29 

4. VERIFICATION OF FORECASTS 

26 
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To determine the accuracy of the 4LI forecasts of extreme 
instability, the 120 cases were compared with the NGM 4LI 00-
h forecast valid at the verifying times. The OO-h forecast in the 
NGM consists of data interpolation to sigma coordinates fol­
lowed by a Normal Mode Initialization (NMI) to suppress noise. 
Additional interpolation back to pressure coordinates is then 
accomplished . The NGM OO-h forecast is not equivalent an "ini­
tial analysis" owing to the NMI procedure and the coordinate 
transformation. 

a) Forecast Assessment 
A detailed verification of grid point data is beyond the scope 

of this study. However, it was possible to evaluate a range of 
predicted 4LI values based upon the contour interval on the 
facsimile charts. To accomplish this, each range of 4LI values 
was assigned a categorical designator: 

CAT I: +4 to 0 
CAT 2: 0 to -4 
CA T 3 : - 4 to - 8 
CAT 4 : - 8 to - 12 
CAT 5 : - 12 to - 16 

Any area enclosed by the predicted - 8 contour was manually 
transferred onto the appropriate OO-h initial conditions , and a 
categorical verification of each individual forecast area was per­
formed. This aspect of the verification is equivalent to the deter­
mination of a False Alarm Ratio, since it examines the number 
of correct versus incorrect forecast areas of extreme instability. 
For example, if a CAT 4 (- 8 to - 12) forecast area verified 
within the CAT 3 (- 4 to - 8) contour, the prediction was an 
overforecast of one category. (That is , CATfcst - CATVcrf = 
error, with positive errors indicating an ovelforecast. An over­
forecast error means that more instability was forecast than 
actually occurred.) This verification method effectively smooths 
any small scale variations in the 4LI fields during the error 
analysis. Further, this method accentuates the relative degree 
of instability that is commonly used in convective forecasting 
rather than focusing on specific values (Miller, 2). 

In most cases, the error analysis was straightforward, with 
forecast areas generally located completely within one verifi­
cation category. For cases where the forecast area straddled two 
or more verifying categories, one category was selected if it 
covered at least two thirds of the forecast area . If this were not 
applicable , an average of the possible verifying categories was 
used. This averaging method was required in only a small num­
ber of cases. Some sample forecasts and verifying conditions 
are shown in Figs. 2 and 3. In these cases, the NGM incorrectly 
forecast the occurrence of extreme instability from Illinois into 
southwest Lower Michigan (Fig. 2), and over parts of the Caro­
linas (Fig. 3). Note also in Fig. 3 that the OO-h extreme instability 
observed over parts of the Dakotas and northwest Minnesota 
was underforecast by the preceding 24-h prediction. 

Mean forecast errors are presented in Table 4. Overall, only 
5% of the forecasts verified in the proper category. All six correct 
forecasts occurred during the AP period , and one half of these 
originated from initial instabilities of - 8 or less over the forecast 
area. In the other cases (95% of the sample) of predicted extreme 
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Fig. 2. NGM four-layer lifted index 36-h forecast valid 0000 GMT 7 
August 1986 (top) and OO-h verifying conditions (bottom). Note fore­
cast of extreme instability from Illinois into southwest lower Michi­
gan, which is denoted by stippling on the OO-h verifying chart. 

instability, the destabilization process was overforecast , partic­
ularly during the AP period. 

While the mean statistics provide useful information, it is also 
informative to examine frequency distributions of categorical 
forecast errors. Fig. 4 reveals an overall shift toward larger 
errors during the AP period. Large errors, defined as errors of 
two categories or more, occurred in more than two thirds (71 %) 
of the cases during the AP period , whereas less than 40% of the 
errors during the BP period were large . Note that more than 
10% of the AP cases contained errors of three categories or 
more. In most instances, forecast errors were not simply one of 
either location (e.g. , the forecast instability category was cor­
rect, but the location needed minor adjustment) , or one of mag­
nitude (e.g., the axis of maximum instability was correctly located , 
but the degree of instability was underforecast). Rather, most 
errors consisted of combinations of both location and magnitude. 
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Fig. 3. As in Fig. 2, except 24-h forecast valid 0000 GMT 20 August 
1986. Note forecast of extreme instability across the Carolinas. 

b) Quality of Verifying Data 
To ensure that the small number of correct forecasts of extreme 

instability was not a reflection of unrepresentative verifying 
conditions, the initial fields of the 4LI were examined in more 
detail. It is possible that the OO-h extreme instability could be 
underestimated because of the large distance (-400 km) between 
rawinsonde stations. This possibility was exacerbated by the 

high frequency of mi ssing rawinsonde data during the summer 
of 1986. On the other hand. surface data . including tempera ture 
and moisture. are incorporated into the NGM anal ysis proce­
dure. It is also plausible that some aspects of the OO-h 4LI fie ld 
are actually a reflection of the higher resolution surface data. 
especially since some areas of OO-h extreme instability were 
located between rawinsonde si tes . This is analogou s to the com­
putation of a surface-based LI field where much of the detail is 
supplied by the surface observation network (Hales and Doswell . 
12). However. unlike the direct methodology of the surface­
based LI computation . the surface data utilized by the NGM are 
adjusted by the model initialization procedure ; see Hoke (13) 
for details. It is not clear how the NGM pre-processing scheme 
ultimately affects the delineation of instability. Thus. the accu­
racy of the OO-h stability fields cannot be tota lly evaluated owing 
to the coarse upper air data resolution and limitations in current 
remote sensing systems such as V AS deri ved soundings (Mos­
tek. et. al. , 14). 

All 0000 GMT cases were subjectively compared with com­
puta tions of the SELS LI to ascertain how well the OO-h model 
forecast simulated observed atmospheric conditions. (Recall that 
the 1200 GMT SELS LI is not directly comparable to other 
stabi lity indices since the algorithm contains a diurnal heati ng 
approximation.) The comparison indicated surprisi ngl y good 
reliability of the OO-h fields . especially since the a lgorithms used 
to calculate the two indices are not equivalent. See Fig. 5 for a 
sample comparison. 

As seen in Table 5, the model initi ali zed a reas of extreme 
instabi lity on more than 28% of its runs during the sampling 
period . The relative frequency of occurrence was slightl y higher 
during the BP period . When the frequency of occurrence of 00-
h extreme instability was normalized . there were 0.38 areas per 
model run during the BP period. compared to 0.29 areas during 
AP. Note that the BP frequency of occurrence of 0.38 was 
identical to the frequency of prediction di scussed in section 3. 
During the AP period , however, the frequency of prediction 
(0.42) was greater than the frequency of occurrence (0.29). 
implying a tendency to overforecast the occurence of extreme 
instability. Nearly two thirds of the initia l conditions of extreme 
instab ility occurred at 0000 GMT (Table 6). These results a re 
consistent with the idea that there is greater instabilit y from 
spring through early summer. and greate r instabi lity during the 
late afternoon hours than during the morning. 

The abi lity of the NGM to predict extreme instabi lity when it 
did occur was also examined. Forecasts at the 24 and 36-h 
projections were compared to act ual conditions of extreme insta­
bility that were identified on the OO-h forecasts . This is equivalent 
to the determination of a Probability of Detection . Table 7 indi­
cates that conditions of extreme instability were usually under­
forecast, with larger errors occurring at the 36-h projection . The 
distribution of categorical errors is shown in Fig. 6. The error 
frequenc y displayed a tendency to shift somewhat toward smaller 
underforecast errors during the AP period . Also, large under­
forecast errors (defined as errors of two categories or more) of 
actual conditions of extreme instability occurred in 51 % of the 
BP cases, but were le ss frequent during the AP period. A com­
pari son of the mean errors (taken from Tables 4 and 7 and shown 
in Fig. 7) suggests that the NGM forecasts of the 4LI became 

Table 4. Mean Categorical Errors for NGM Forecasts of Extreme Instability. Times in GMT. 

Projection Time Valid Time All Correct Total 
24-11 36-h 0000 1200 Cases Forecasts Forecasts 

BP Period 1.37 1.42 1.38 1.39 1.39 0 55 
AP Period 1.61 1.84 1.67 1.79 1.72 6 65 
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BPI.'iIi (54 Forecast.s) 
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Fig. 4. Distribution of categorical errors for all NGM four-layer lifted index forecasts of extreme instability (24 and 36-h predictions combined) 
during BP period (solid) and AP period (hatched). Positive errors indicate an overforecast. 
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Fig. 5. NGM four-layer lifted index OO-h initial conditions for 0000 
GMT 2 August 1986 denoted by contoured analysis. SELS Lifted 
Index values superimposed at location of rawinsonde stations. Miss­
ing rawinsonde data indicated by the letter " m" . 

Table 5. Summary of NGM OO-h Conditions of Extreme 
Instability (EI) 

Number of 
Areas of 
OO-h EI 

Number of Total Model % of Model 
Model Runs Runs in Runs with 
With OO-h EI Sample OO-h EI 

BP Period 
AP Period 
Totals 

28 
23 
51 

23 73 32 
20 79 25 
43 152 28 

Table 6. Time of NGM OO-h Conditions for Areas of 
Extreme Instability 

1200 GMT % 0000 GMT % 

BP Period 
AP Period 
Totals 

11 
7 

18 

39 
30 
35 

17 
16 
33 

61 
70 
65 

Table 7. Mean Categorical Errors for NGM Forecasts Valid 
at OO-h Conditions of Extreme Instability 

Projection Time All Correct Total 
24-h 36-h Cases Forecasts Forecasts 

BP Period -1.50 -1 .75 -1 .63 55 
AP Period -1 .28 -1.43 -1 .36 46 
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Fig. 6. As in Fig . 4, except all forecasts valid at the time of OO-h extreme instability. Negative errors indicate an underforecast. 
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Fig. 7. Mean categorical errors for NGM fou r-layer lifted index 24 and 36-h forecasts of extreme instability (left) , and for 24 and 36-h forecasts 
valid at the time of OO-h extreme instability (right) . Hatching refers to AP period and solid refers to BP period. Positive (negative) errors indicate 
an overforecast (underforecast). See text for details. 
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more unstable (in a relative sense) during the AP period, since 
the vertic'al coordinate in Fig. 7 is roughly proportional to the 
amount of instability. 

c) Relationship to Forecast Precipitation 
A key consideration in the introduction of the more complete 

physical processes in the NGM was the desire to improve warm 
season precipitation forecasts. Test results during June 1986 
indicated a major improvement in precipitation threat scores for 
the revised NGM (Tuccillo and Phillips , 10) . In this study , the 
relationship between forecast precipitation and large errors in 
the forecast of extreme instability by the 4LI was examined , 
since the large error situations potentially have the most serious 
impact on the operational forecaster. The large error cases iden­
tified in section 4a were screened for the occurrence of the 
following forecast parameters : 1) measurable precipitation, and 
2) a printed precipitation maximum (QPFmn.), located within or 
very close to the area of predicted extreme instability. The 
QPFmax were also examined for the appearance of localized 
excessive amounts, or "bulls-eyes," defined as quasi-circular 
areas of maximum precipitation consisting of two or more con­
centric isohyets (contour interval of 0.5 inches on the facsimile 
charts). 

Table 8 indicates that a marked change in the model precipi­
tation efficiency occurred in the AP period , when all large insta­
bility error cases were associated with measurable precipitation. 
Further, nearly three quarters of the large error AP cases had a 
QPFmax located within or very close to the extreme instability 
forecast area, and almost one third of the large error AP cases 
were associated with QPFmax bulls-eyes. In dramatic compari­
son, only a small percentage of the BP large error cases had any 
forecast precipitation near the predicted location of extreme 
instability. 

Table 8. Summary of Large Categorical Forecast Errors of 
NGM Forecasts of Extreme Instability and Associated 
Forecast Precipitation. Numbers in Parentheses Refer to 
Percent of Cases During Period. 

Cases with Cases with 
Measurable Cases with QPFmax 

Precipitation QPFmax Bulls-eye 

BP Period 4 (19) 3 (14) 2 (10) 
AP Period 46 (100) 33 (72) 14 (30) 

The distribution of forecast QPFmax and precipitation bulls­
eye amounts (Table 9) reveals that nearly three quarters of the 
QPFma x amounts associated with large forecast errors of extreme 
instability during the AP period consisted of 12-h accumulations 
of 1.0 inch or greater, and that the majority of bulls-eye cases 
predicted at least 2.0 inches of rain. Finally , all extreme insta­
bility forecast areas that were virtually coincident with QPFmax 

bulls-eye cases were associated with large overforecasts ofinsta­
bility. 

Table 9. Distribution of NGM Forecasts of 12-h Accumulated 
Precipitation for Large Error Cases During the AP Period 

12-h Accumulated Number of Cases Number of Cases 
Precipitation (in) with QPFmax with Bulls-eyes 

< 0.50 2 0 
0.50-0.99 7 0 
1 .00-1 .49 1 0 3 
1.50-1 .99 6 3 

;:::2.00 8 8 
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5. DISCUSSION 

This analysis indicates that the NGM model has difficulty in 
forecasting conditions of extreme instability during the warm 
season. The 24 and 36-h projections of extreme instability typi­
cally overforecast the degree of instability , and this tendency 
has become more pronounced since the implementation of the 
revised physics package on 23 July 1986. A thorough analysis 
of the problem can only be accomplished by sensitivity tests on 
the model and is beyond the intent of this study. However, 
sufficient documentation of the NGM physical processes is 
available to allow speculation on possible causes of the increase 
in the extreme instability forecast errors. 

An air column can destabilize by several basic processes: 
I. Cooling and/or drying of the upper layers 
2. Heating and/or moistening of the lower layers 

Any combination of I and 2 acting in concert will act to decrease 
the stability of the column . Specific atmospheric mechanisms 
known to contribute to destabilization include differential hori­
zontal advection and upward vertical motion. Differential hori­
zontal advection, described by Miller (15) and McNulty (16), is 
associated with vertical differences in the horizontal advection 
of heat and moisture . Doswell (3) points out that differential 
horizontal advection can increase the lapse rate of a sounding 
by as much as 1°C km - ' every three hours. Secondly, synoptic 
scale ascent is also a major influence on the stability. As docu­
mented by Hess (17) , the lifting of a layer always destabilizes a 
stable layer, with the lapse rate becoming more nearly dry adi­
abatic. Further, upward vertical motion can also result in the 
elimination ofa low-level inversion which typically inhibits con­
vective development in a pre-storm environment (Beebe and 
Bates, 18). Thus, while differential horizontal advection can 
contribute to the formation of an unstable air mass, upward 
vertical motion contributes to both the formation and release of 
the instability (House , 19 ; Newton, 20). 

Accordingly, it is possible to infer changes in stability by 
identifying possible thermodynamic effects of the physical pro­
cesses simulated in the NGM. Phillips (21) recently identified 
and corrected a problem with the vertical mixing of heat and 
moisture that occurred rather infrequently. When this error 
occurred it apparently affected only a small number of grid 
points, thus contributing to a localized large error in the 4LI 
calculation. The case cited by Phillips (21) also involved the 
generation of consecutive QPFmax bulls-eyes with maximum 
amounts greater than three inches. The number of forecasts in 
the current data sample similar to this case is relatively small. 
Further, the appearance oflarge overforecasts of extreme insta­
bility has continued after the correction was implemented. Thus, 
it is hypothesized that other aspects of the revised physics have 
also contributed to the instability forecast errors. These include : 

A. Kuo Convective Precipitation Procedure 
I. The moist convective adjustment was altered to allow more 

efficient condensation of moisture accumulated due to advec­
tion, etc. If the enhanced latent heat release occurs in any of the 
bottom four model layers, an increase in the lapse rate is a 
possible result. 

2. The saturation criterion that allows convective condensate 
to fall through a layer (rather than evaporate) was lowered from 
about 95% to 50%. This change makes it much easier for con­
vective precipitation to reach the ground. However, less evap­
orational cooling will also occur as the precipitation falls. Heur­
istically one would expect a net warming of the lower layers 
relative to the previous formulation . However, the situation is 
very complicated , and additional effects on the vertical heating 
profile occur when the saturation criterion is lowered. Ther­
modynamic computations and numerical model experiments by 
Mathur (22) indicated that marked cooling occurred in the middle 
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and upper troposphere when the criterion was reduced from 
100% to 80%. In his study, the cooling aloft caused by the vertical 
advection and subsequent evaporation of moisture apparently 
was larger than the heating generated by large-scale release of 
latent heat , and resulted in the temperature lapse rate becoming 
more unstable. 

_ The convective adjustment scheme in the NGM is performed 
at each model grid point having I) sufficiently large low-level 
moisture convergence , and 2) a buoyant cloud profile originating 
from one of the lowest four model layers. A suhgrid-scale Kuo­
type parameterization (Rosenthal , 23; Frank, 24) is used in the 
NGM to limit the unstable growth of disturbances when satu­
ration develops under convectively unstable conditions. For 
meso-a scale models (grid spacing 50-250 km) , such as the 
NGM , cumulus parameterization schemes can adequately sim­
ulate convective condensation, transports of heat, moisture and 
momentum , and the interaction of the cumulus cloud with the 
large-scale environment (Molinari and Dudek, 25). However, 
such parameterization solutions are quite sen.si tive to factors 
such as precipitation efficiency, entrainment and the resultant 
partitioning of available latent heat energy into moistening and 
heating processes . Therefore, it is not uncommon for parame­
terization schemes to predict convective heating profiles with a 
level of maximum heating lower than the observed one (Kuo 
and Anthes, 26). This can result in excessive convective insta­
bility as indicated by Molinari (27). 

It is hypothesized that the occasional appearance of exces­
sively low surface pressures and localized heavy precipitation 
in the NGM output (Hirt, 28) may arise from difficulties with the 
convective adjustment scheme. Apparently, the excessive lib­
eration of latent heat in the lower troposphere can lead to surface 
pressure falls , enhanced upward motion and additional conden­
sational heating. It is noteworthy that a similar positive feedback 
process also occurred in a mesoscale model that did not incor­
porate a cumulus parameterization scheme (Koch, et al., 29). 
Other experiments by Molinari and Dudek (25) which included 
only grid-scale convective processes also produced excessive 
convective instability and the unstable growth of rainfall, even 
when the saturation criterion was reduced. 

These results illustrate the difficulty in properly simulating the 
effects of convection in numerical models , and make it apparent 
that no consensus exists on how to best incorporate cumulus 
convection into mesoscale models . 

B. Diurnal Heating Cycle 
Figure 8 shows the mean 12-h temperature error in the lowest 

model layer for forecasts verifying at 0000 GMT. The large errors 
in California are attributed to terrain variation and inadequate 
sampling by rawinsondes . However, a large ovelforecast of the 
boundary layer temperature is a lso present over much of the 
Mississippi Valley region . It is unlikely that this error is caused 
by terrain problems . If the diurnal cycle tends to warm the 
boundary layer too much, excessive destabiliza tion of the col­
umn will occur. However, according to Table 4, the mean over­
forecast error during the AP period was slightly larger for the 
4LI predictions verifying at 1200 GMT. This occurred even 
though a negatil'e 12-h mean temperature error was present in 
the NGM bottom layer at this time (Fig. 9). This suggests that 
the model bottom layer temperature errors may not be a signif­
icant source of the instability overforecast errors. The nature of 
the unstable growth in the NGM may differ from that reported 
by Molinari and Dudek (25), who concluded that the presence 
of diurnal warming was an essential contributor to the excessive 
prediction of rainfall. 

C. Mid-tropospheric Height and Temperature 
Forecasts 

An error analysis of the 48-h NGM 500 mb height forecasts 
(Fig. 10) indicates that the negative height anomalies have 
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Fig. 8. NGM mean temperature error (0C) in lowest sigma layer for 
12-h forecasts verifying at 0000 GMT, for the period from 9 June 
through 3 July 1986. (From Tuccillo and Phillips, 10). 

Fig. 9. As in Fig. 8, except verifying at 1200 GMT. (From Tuccillo 
and Phillips, 10). 

Fig . 10. NGM mean 500 mb height error (decameters) for all 48-h 
forecasts during the period from 9 June through 30June 1986. (From 
Tuccillo and Phillips, 10). 



increased during the AP period (Tuccillo and Phillips', 10). Mean 
height errors of at least 30 meters, which are equivalent to nearly 
1°C, cover much of the nation. This is in agreement with other 
reports (Phillips , 30) which have discussed a continuing cold 
bias in the NGM middle troposphere (Fig. II). Since the cold 
bias is also present at earlier forecast projections, a steepening 
of the lapse rate will result not only at the 48-h projection, but 
at the 24 and 36-h forecast as well. The reason for the systematic 
cold bias has not been determined. 
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Fig. 11 . NGM mean temperature error (0.1 oel for all 1200 G-tv'-T model 
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the North American continent during September, 1986. According 
to Phillips (30) , values below 850 mb should be ignored. 
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D. Evaporation of Soil Moisture 
The computation of the surface energy budget requires the 

specification of moisture availability (MA) . The MA is derived 
from climatological data and is subject to great uncertainty. 
Excessive evaporation of soil moisture will contribute to addi­
tional moisture in the lowest model layers and can enhance the 
destabilization of the column . Sensitivity experiments by Diak, 
et. al. (31) examined the effect of variations in surface parame­
ters on mesoscale model forecasts. In particular, an increase in 
the MA resulted in an increase in both latent heat and total 
precipitation. They also reported that, especially in dry regions, 
small errors in the assessment of the MA caused very large 
errors in surface temperature and the surface heat balance. Ook­
ouchi, et. al. (32) noted that horizontal discontinuities in the MA 
can induce significant variation in surface thermal forcing and 
that important mesoscale circulations result from variations in 
soil moisture . In addition, Benjamin (33) has shown that the 
development of an elevated mixed layer inversion typical in a 
pre-storm environment is strongly influenced by the presence of 
an upstream MA gradient. Thus , it appears that accurate spec­
ification of the MA is needed to properly represent many mesos­
cale features of operational significance (Kaplan , et.al., 34 ). 

While comparison with other simulation experiments can pro­
vide insight into the possible cause of the model errors, any 
comparison must be viewed with some caution since different 
numerical models do not treat all physical processes alike. Thus, 
insight gained from one model may not be totally applicable to 
another model. It is difficult to accurately assess the impact of 
various effects on the 4LI computations. However, based pri­
marily on subjective examination of the data sample and the 
close relationship between the predicted warm season precipi­
tation and the 4LI forecasts, it is hypothesized that the convec­
tive adjustment scheme may be a major contributor to the 4LI 
errors. 

6. CONCLUSIONS 

To aid operational forecasters, NGM forecasts of air mass 
stability were examined for the period from 15 June through 31 
August 1986. The following conclusions may be helpful when 
utilizing NGM predictions of extreme instability (defined as areas 
enclosed by the -8 4LI isopleth): 

a. Predictions of extreme instability were nearly always over­
forecast. 

b. The magnitUde of the overforecast errors increased after 
the revised physics package was implemented in July 1986 
(the AP period). Nearly three quarters of the AP predic­
tions overforecast the instability by 8°C or more. 

c. When conditions of extreme instability actually occurred , 
the NGM tended to underforecast the instability. 

d . The magnitude of the underforecast errors diminished dur­
ing the AP period . Approximately one third of the AP 
predictions undelforecast the instability by 8°C or more. 

e. Unlike the BP period, when a dry bias was evident , fore­
casts of extreme instability during the AP period were 
usually accompanied by forecasts of measurable precipi­
tation. 

f. Large overforecast errors during the AP period were often 
coincident with forecast precipitation maxima, and were 
occasionally associated with precipitation bulls-eyes . 

g. Forecasts of extreme instability that were coincident with 
a precipitation bulls-eye were always associated with large 
overforecasting errors. 

In summary , the NGM forecasts of extreme instability have 
a very high False Alarm Ratio and a very low Probability of 
Detection. Although this study examined only warm season 
data, operational experience indicates that the 4LI performance 
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characteristics listed above are applicable during the cool season 
as well. It is important to realize, however, that the results of 
this research cannot be used to evaluate the overall utility of the 
4Ll predictions. This study did not address other aspects of the 
4Ll performance, such as whether skill exists in the prediction 
of stability trends, systematic errors in the forecast location of 
unstable centers, the geographic distribution of errors, and the 

- relationship between synoptic patterns and prediction errors. 
Additional research into these areas utilizing a grid point data 
analysis technique would provide beneficial information for both 
research and operational meteorologists regarding the overall 
reliability of the NGM 4Ll predictions. 
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